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What I think about late at night…

Can AI Help us run our 
nanofabrication facilities?

• Large Language Models (LLM’s)  
• Generative Pre-Trained Transformers (GPT’s) 
• OpenAI (ChatGPT), Anthropic (Claude), Google (Gemini), Meta Llama ….



We already have text data

Can LLM’s help us to make this data more accessible and useful?

• HTML
• PDF
• Word Files
• Text files
• PPTs
• CSV
• Excel
• Images
• Tables

• Wiki website pages
• Labnetwork forums
• Maintenance logs
• Financial data
• Tool Maintenance Manuals
• Safety protocols/Lab Policies
• Fabrication Process recipes
• SOPs for users 
• Maintenance procedures 



Challenges of Generative AI for Nanofab Facilities

• LLM’s are trained on “general” knowledge  (eg: Wiki)
• Nanofabrication Facilities require domain specific knowledge

• Give the LLM the Ability to “look up” domain specific information

Possible Solutions:

• “Fine-tune” an LLM to include this “domain specific” information
• Requires large amounts of data, expensive, and is hard to update



Retrieval Augmented Generation (RAG)

We need to build a library 
containing the domain 

specific knowledgeAdditional Knowledge
(eg: how to run a nanofab facility)



Embedding Model:   Text   Vector
Some chunk of text here that we want to embed.  It could be a word a sentence, a paragraph a page a 
chapter, or more. The embedding model is also a large language model, but instead of generating text 
from text it generated vectors from text.  The length of those vectors depends on the model, but the 
model that I use has 1536 components. If you have read of of this text you must be very interested in 
this presentation, a detail oriented scientist, and also a fast reader.  good on you and thanks.  

Embedding Model

Semantic meaning is 
embedded in each of 

these coordinates

N=1536d



Retrieval –Searching the Vector Database – kNN 

Embedding Model

User Prompt: “Tell me some things I can eat”

Additional Information 
Sent with the prompt to 
the Generative AI Model

Vector Database Retrieval  – Semantic meaning

NOTE: Difference between “Keyword” and “Semantic” Searches

kNN – Nearest Neighbors

Eg: Cosine similarity, dot product etc…



MIT Labnetwork – Email Forum with Domain Knowledge

• Scrape all text files (2007 to 2024)

• From each message extract (python):
• Date
• Sender
• Email
• Institution
• Thread ID
• Subject
• Email Body

@mtl.mit.edu



Building our nanobot

labnework
posts



Meet nanobot !

www.nanobot.chat



Labnetwork beginnings

Thank you Bill Flounders for Images (2014 UGIM)

Prof. Duane Boning, MIT 
Electrical Engineering and Computer Science

Associate Director MTL

Our humble moderatorJuly 21, 1995

98 People



Another Type of Retrieval – SQL Queries

DB Schema:
• Date
• Sender
• Email
• Institution
• Thread ID
• Subject
• Email Body
• 1536d Vector

We do not need to know SQL!  (use: function Calling)

User Prompt

LLM 
Generate SQL Query

Execute SQL Query

LLM

Retrieved DB data

Response 

Using LLMs to interact reliably 
with DBs is a current and cutting 
edge topic in the field of LLMs



You can do SQL Queries with nanobot too!

www.nanobot.chat



Assistants API (Beta)

• LLMs are very good at writing code
• Code is very good with numbers and tabular data analysis
• Especially useful for people who do not code

1. Give the LLM Assistant a file with some data
2. Instruct LLM in some natural language 
3. LLM translates English into code (Python)
4. The code is executed (analysis results)
5. LLM explains results in natural language

How it works:



OpenAI “Assistants” Code Interpreter – (Beta)



Code Interpreter for Lab Data Dashboard



PDF Data – Lab manuals (including tables)



Retrieval Methods
• Vector Retrieval (semantic meaning)
• SQL query generation and retrieval
• Code Interpreter (python analysis)

Text Formats
• HTML / website (labnetwork)
• PDFs (most difficult text format)

• Tables and image captions
• CSVs (tabular text and numbers)

Next: Multimodal Inputs
• Text
• Images
• Audio
• Video

Agents
Multiple AI making decisions sequentially /  together

We can interact with data in ways never available before...



How do we implement this technology in our nanofabs?



Vision: Open-source platform



29 Years since the first Labnetwork message….

LLMWWW

(Thank you for this one Bill F. )



Thank You!

• Aakash N S, Jovian
• Frederic de Vaulx, Prometheus 
_______________________________________
• Duane Boning, MIT
• Bill Flounders, Berkeley
• Mary Tang, Stanford
_______________________________________
• Shawn Kilpatrick and staff, CUNY ASRC
_______________________________________
• Jorg Scholvin and UGIM organizing folks, MIT



Nanobot for you! :)                           **Beta Version**   

Questions, Comments, Collaboration:  sam@nanobot.chat

www.nanobot.chat

labnetwork@
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